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Abstract:- The word sentimental orientation avoids the 
influence of the context on word emotions. We are 
gathering new features on the word sentimental like 
emoticons etc. Sentimental Analysis is not only 
restricting to emotion detection but also having lots of 
applications in the deep learning. In this article we 
reviewed mixed gram model. It is observed that previous 
work does not work on full length documents but we 
used the methodology that gives better results in both 
sentence as well as documents. Further in the current 
study sentimental representations were observed with 
unigram and bigram terms. It was observed that if a 
phrase containing two words, the contribution to the 
document representation could be expressed as sum of 
bi-gram or two unigram terms. The model working is 
very satisfying on different datasets and the results are 
very impressive obtaining a very low dimensional 
sentimental representation. 
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1. INTRODUCTION 

Sentimental classification is an operation to a sentence 

or document in which we use the default categories 

whether those categories are fall into the negative or 

positive type. For the representation of a sentence 

previously a model is used namely N-gram language 

model. For the representation of the sum of grams in 

the sentence, this model assigns a length indefinite 

sentence with a word vector which does not consists of 

variables length, its fixed, but side by side it loses the 

ordered information between grams. Now days, a lot of 

researches came into existence which uses more and 

more deep learning processing to work on learning 

sentiments and class. Hence it represents a sentence. In 

a sentence, there is a neural network which includes an 

arrangement of words as input document.  A very few 

approaches are based on autoencoders, convolutional 

layer or combinators and more complex methods. The 

advantage of deep learning is its higher accuracy in 

sentimental representation classification but also have 

a disadvantage of higher expense because of very big 

size model. Deep learning processing uses the pre-

defined and pre-trained word vectors for solving 

problems. Pre-training uses the methods for solving 

unsupervised problems. The unsupervised method 

mainly uses the syntactic context rather than the 

sentimental information of the text. Due to the 

syntactic context, it opposites the word polarity 

(positive or negative) and differentiate the words with 

similar words. 

 

2. LITERATURE REVIEW AND RELATED WORK 

 
Wen B. and et.al. [1]: In this paper the author classified 
the words into two parts negative or positive based on 
transductive learning and Semantic comprehension for 
understanding words. The drawback of this paper is 
that the author did not show the influence of context on 
words sentimental orientation. The result is based on 
one new word semantic comprehension which is not 
easy to understand for everyone. Zhongyang Guo and 
Zengchang Qin [2]: In this method the author proposed 
a model mixed gram which is used to represent 
sentimental classification & extracting sentiment. 
Mixed gram model is combination of uni-gram and bi-
gram. This shows that the mixed gram gives better 
result as compared to uni-gram and bi-gram. Bin Wen, 
wenhua Dai and Junzhe Zhao [3]: In this paper the 
authors proposed sentiment classification of micro-
blog, further classified 1386 sentence into three 
categories that is positive, negative and neutrality to 
attain the effective results. The main drawback of this 
paper is that the author did not focused on ambiguity, 
objective and subjective sentences identification. 
Mohammad Shabaz and Ashok Kumar [4]: In this paper 
the authors worked on new approach that is AS.  AS 
approach is designed to overcome the drawback of 
positive and negative words comparison, after 
performing tokenization. The authors evaluate the new 
formula to understand the sentiments count from -1 to 
+1 in which negative value shows the negative 
sentiments and positive values shows the positive 
sentiments & 0 is for neutral sentiments and approach 
always gives appropriate results.  

 



International Journal of Innovative Studies in Sciences and Engineering Technology (IJISSET) 

ISSN 2455-4863 (Online)                                           www.ijisset.org                                    Volume: 5 Issue: 3 | 2019

 

© 2019, IJISSET                                                                                                                                                                                 Page 65 

3. METHODOLOGY 

Datasets were compared both ways that is short movie 
database and large movie dataset. In short movie 
review datasets there is only one sentence involving 
detection of positive or negative review but in large 
movie review data is of full length that is 50k review. 
This type of study was first proposed by maas et. al. as 
plot project for sentiment analysis and subjectivity of 
the dataset divide a sentence as subjective or objective. 
It is observed that previous work does not work on full 
length documents but we used the methodology that 
gives better results in both sentence as well as 
documents. 

4. RESULT 

In present study it was observed that performance of 
TFIDF was better than the frequency and binary 
feature, where no stop words were used, the words and 
bi-grams with lower frequency were removed. Further 
in the current study sentimental representations were 
observed with unigram and bigram terms. it was 
observed that if a phrase containing two words, the 
contribution to the document representation could be 
expressed as sum of bi-gram or two unigram term. In 
case words in a given phrase did not form and bigram 
term with the surrounding. Moreover when combined 
with deep learning models, although semantics were 
last still weak sentiments of unsupervised ways were 
well improved in the sentimental representation. 

3. CONCLUSIONS 

 

The main purpose for the sentimental representation is 
totally based on the method namely mixed gram 
language which helps to find solution of problems. This 
method represents the sentimental classification and 
the operations whether negative or positive which are 
used in the deep learning to represent a sentence [5]. 
Also uses the well defined word vectors which give the 
output in a sentimental representation. This method is 
very beneficial and efficient. For an individual task, it 
does not need a rare set of words vector. The sentence 
sentimental classification with the micro-blog i.e 
focusing on the word sense. The word sentiment 
classifies into the positive or negative or neutral 
sentiments [6]. Word sentimental is not defining with 
these simple things and it is objective & subjective so 
that the word sentimental orientation representation is 
tough but in future continuous working on the 
sentimental will make better resources to understand 
the sentimental classifications. 
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