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Abstract: In this study, first of all, information about 

large data and ETL (Extract, Transform, Load) system is 

given. Then a workforce planning program was 

introduced. Finally, the current troubles of the workforce 

program have been mentioned and the situations that 

have followed since the start of ETL system.  The value of 

the big data has increased every day. The program, 

which is consistently made with big data, loses its update 

after a while and does not work at its first day's worth. 

For this reason, these programs need to be renewed in 

with the developing technology. For this reason, the 

workforce planning program has been combined with 

the ETL system so that it can keep up with both 

technology and better use. 
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1. INTRODUCTION 

The amount of data recorded with the progressive 

technology has increased. Technology development is 

like a device produced at first glance, but it is the 

technology that is important in the device which is 

actually important. All of these technologies is actually 

a collection of data. These datas are the ones that keep 

technology alive. Technologists feed on these data. For 

all these reasons, technologies should be developed in 

the section how to use such data. 

To be able to use the accumulated data in the pool 

increases the authority of the firms so that firms take it 

out on other companies. All of these proficiency 

necessary to use resources effectively to win. In order 

to use resources effectively depends on the use of the 

accumulated data in the pool. If this data is used well, it 

would be effectively used at sources. 

Large data methods are available to use the data. With 

this method, pooled data are better used and time 

saved. Companies can put themselves in the forefront 

by combining the technologies used with other 

technologies. Systems need to be able to make 

companies flexible and to gain features such as revenue 

growth, productivity and communication. We have 

begun to develop a planning program that works with 

big data logic by using the available means to add all 

these features to the company. 

2. BIG DATA 

The past information has been moved to the future. 

However, information from the past is limited. After 

2000, data flow increased more. But all of the 

incremental data is not useful. This information is 

conceptualized as redundant information. Large data 

systems have been produced to use this obtained data 

correctly. Since the resulting data pool could not be 

managed with existing systems over time, projects 

started to solve this issue in 1970s (Mustafa Doğan, 

2014). 

In more technical terms, we should be able to analyze 

the data from different sources if we explain the bigger 

data. 

There are data sources that make up this pool. These 

data sources are as follows. 

a. Public data 

The State holds is personal information of citizens.  

b. Custom data 

They are instructions that are kept for use by 

companies or individual persons. For instance, banks 

that hold transactions of customers in their database 

system could be a good example. 

c. Environmental data 

Every process that people use while using technology is 

described as environmental data. When we search the 

internet site, the search data is registered to the system 

and appropriate advertisements may accrue. 

d. Community data 

It is a collection of societies emerging from social 

environments. The ones written on social media are 

examples. 
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e. Personal data  

It can happen with people's own movements. For 

example, the personal data that the stepper we have 

attached to our arm. 

Big data consists of 5 groups. Big data components are 

as follows (Url-1). Figure 1 also illustrates the 

components way (Url-2) 

 

Figure 1: The components of Big data 

a. Variety 

Are the main sublayers. Is that a variety of incoming 

data. If the incoming data is varied, it will be much 

better analyzed and interpreted. For example, the 

richer the content of a customer's shopping in a store, 

the easier it will be to comment on it. 

b. Volume 

Data coming from the pool is increasing as technology 

improves. As the number of data coming into the pool 

increases, the size also increases. The amount of data in 

terabyte level in the past has increased and emerged 

into zettabyte levels nowadays. While the number of 

data in the world in 2000 was 800,000 petabytes, it is 

estimated that this data size will rise to 35 zetabytes in 

2035. Figure 2 shows the amount of data in 1 minute 

on social media (Url-3) 

 

Figure 2: What happens in 1 minute 

c. Velocity 

In technology, speed is important. In large data 

systems, speed is the most valuable unit. 

d. Value 

Data in the data repository must be correct. If the 

incoming data are correct, the analysis would be 

valuable. The fact that these datas are right is 

important in company reliability. When we share this 

data with other companies, the reliability of the 

company decreases. 

e. Veracity 

Companies can archive their own data. Big data shed 

light on the future using this data. For this reason, 

every incoming data must be considered valuable. 

Big data have both advantages and challenges. 

(McKinsey Global Institute, 2011) 

Advantages 

1. Making information more valuable by making it 

transparent and usable. 

2. Companies can store more data and store it digitally 

so that they can reach every minute of the products 

and thus get more accurate and detailed 

information. 

3. Personalized products and services are on the rise 

as the segment of the customer continues to decline. 

4. Sophisticated analyzes make it easier to make 

decisions. 

5. Used in new generation product development. 

6. The use of large-volume data in different data types 

results in an increase in productivity. 

Challenges 

1. It should be done in such a way that companies 

understand the big data analysis. Companies will 

conduct their business according to these analyzes.  

2. New technologies are constantly being developed. 

For this reason companies have to learn how to 

exploit them.  

3. The need for IT specialists is high. In the US, there 

are 190,000 more analytical experts and more than 

1.5 million data readers in need. This need can be 

decreased with either hiring new stuff or with the 

training of staff that they have.  
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4. Privacy and security are the most challenging part 

of large data. Obtained data must be protected. 

Big data are used by the Health, Banking, Mobile, 

Traffic, Agriculture, Education, Government, Retail, and 

other sectors. 

3. WORK FORCE MANAGEMENT SYSTEM 

Technology emerges day by day in different fields. 

After the technology entered the retail sector, groceries 

and local markets were replaced by chain 

supermarkets. The customer should be satisfied in that 

there are too many customers in the chain markets. 

One of the most important solutions of this satisfaction 

is to be planned in stores. In the old system, store 

managers were planning the stores. However, in this 

method the store manager could not do enough 

analysis because he could not bring all the factors 

together, so the planning was only saving the day. For 

all these reasons, the workforce planning system has 

been put into effect. 

The main purpose of this program is to calculate the 

density of the store by evaluating the daily, monthly 

sales of the  Migros stores and then to calculate how 

the staff will use their permits to work at the time of 

day and hour and to make the Migros store use the 

work more efficiently. Stores can enter day-offs and 

work hours into this program. 

The operational logic of the program is shown in figure 

3. The program needs some information to plan. 

Planning can not be done without personnel data. 

Personnel data are also made up of other units. These 

are resources, needs and constraints. These needs in 

the general sense constitute past sales data. 

 

Figure 3: Operational Logic Diagram 

The stores first run the forecasting part by using past 

sales data. After the forecasting process is over, the 

information that needs to reach the target is displayed 

in front of the store. At the same time, it takes place 

when the number of personnel to work with is required 

to reach this goal. In this way, a list of needs will be 

revealed in order to reach the target. After this phase, 

various constraints are entered into the system. These 

restrictions are legal, company rules, employee wishes, 

store restrictions. After all these transactions are 

transferred, it is necessary to transfer them to their 

sources at the end. These resources form the 

knowledge of the staff. Human resources and 

information from the store are collected at the source 

and the transfer is completed with various means. All 

these transactions are collected in the main data 

section of the personnel. Qualifications of the personnel 

are determined in the main data section of the 

personnel. It also tells you how many hours a day the 

staff will work each day and weekly. 

After the above steps have been completed, the 

planning phase has been put in the process. The plan 

will be generated after the necessary operations are 

done through the program.  If store wishes to change 

this plan, it can be done so. 

 

Figure 4: Personalized Planning View 

In Figure 4\ we see the final state of the Plan. It appears 

that the days of the day and the days on which the 

contacts need to work and at what time of day. 

 

Figure 5: Number of Actual Cashiers That Are Targeted At 15 

Minute İntervals 

Figure 5 shows the time intervals with the 15-minute 

sections of the corresponding day. There is information 

on how many cashiers should work in the interval in 

the hours planned by the system to achieve the target.  

The system allowed flexible working, therefore 

increased the productivity of the employees. Because of 

shifts according to store intensity measurement using 
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technical data, the case density is reduced. In addition 

to the increase in turnover and number of customers, 

customer satisfaction has also increased. Personnel are 

easier to track and time savings have been achieved. 

4. DATA WAREHOUSE AND ETL 

A data warehouse is a relational database created to 

analyze and query data. Data is coming from various 

sources. Data warehouses combine information from 

sources and enable their analysis to be separated from 

the rest of the system. Data warehouse is not called an 

application or product (Inmon, W. , H. , 2002). From the 

very first moment in the data warehouse, multiple 

technologies and applications are used. The data 

presented to the data warehouse has subject-based and 

homogeneous structure. The data are integral, 

persistent. Datas contain time information (Lane.P,) 

 

Figure 6: Data Warehouse System Architecture 

The components present in the data warehouse are 

shown in Fig 6 In the figure the existing layers are as 

follows (Url-4) 

Data sources: the main source of the data warehouse 

data. Each of these arriving data has its own resources 

and forms. The systems used by the largest companies 

of the data.  

Data Interlayer (ETL): All data from sources is collected 

in this middleware. This middleware has its own tasks. 

These are Extract, Transform, Load.  

Data Warehouse: (Warehouse): Data coming from the 

source is processed in the second layer and stored into 

third layer. This layer contains metadata, raw data and 

summary data. Users access this layer directly with the 

programs they use.  

Data Presentation Layer: The layer in which the 

processed data is displayed. Users access data through 

this layer.  

Data Access and Processing Applications Layer: 

Reporting, analysis and data mining studies are 

performed in this layer. 

 

Figure 7: ETL Processes 

Figure 7 shows the ETL processes (YBS 

Encyclopedia,12.2015) The data in the database are 

passed to the data warehouse after passing through 

Extract, Preprocess, Transformation and Load 

respectively. By examining all these processes in more 

detail (Ponniah.P) 

i. Extract  

The system tables necessary for the analysis of the data 

and the resources that are given are determined. The 

source data from the databases is moved to the data 

warehouse at this stage. 

ii. Preprocess  

It is the continuation of data extraction. In this section, 

the data is extracted. Tissue the data from the source 

and separate the damaged ones before sending them. 

Spelling mistakes, date mistakes, incomplete data, 

impossible data and repeated data are corrected or 

removed during the Pre Processing phase.  

iii. Transformation  

Once the data extraction is complete, the raw data is 

imported into the data warehouse. However, the raw 

data would not be clean and pure. For this reason, it is 

necessary to sort out and correct the data first. Also, 

the quality of the data must be increased before the 

data is transferred, and the data must be created in the 

data warehouse. In short, data is developed at this 

stage. 

iv. Load  

After the data from the source has been moved and 

converted later, it is ready to be transferred to the data 

warehouse. Ready data is loaded into the warehouse. 

5. THE RELATIONSHIP BETWEEN WORK 

FORCE MANAGEMENT SYSTEM WITH ETL 

By introducing a workforce management system, 

planning has started to be faster in stores. As a result, 

the number of customers and sales increased. There 

has also been a decline in the business intensity of the 
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store. Big data gave us an application in this context. 

However, it is necessary for such an application to 

make improvements in order not to have an error in 

the system. Over time, mistakes in the system have 

begun to give problems and the positive aspects have 

been wiped out and the problematic sides have begun 

to come to the forefront. Due to these reasons, a new 

development is needed through this system. The labor 

management system has suffered from the old 

conditions. These are as follows. 

• The system error report feature is very limited. 

There is no explanatory information in case of error 

in the registration sent in the system. The existing 

report is for information purposes only and the 

information given is very limited. For this reason, 

the system needs a new reporting feature.  

• Each running application leaves a log on the system. 

These logs cause disk to be full after a while. The 

system often filled the entire disc in a night so that 

all applications stopped when there was no room to 

write. For this reason, transfers can not be made.  

• The speed of the workforce management system has 

recently begun to be questioned. The program 

needs to be faster. Transfers take several hours at 

certain times, which causes late changes to the 

system to be reflected in the system.  

• For the system to be consistent, the data must be 

accurate and high quality. In addition, the data must 

be complete. Sometimes the data coming from the 

system is wrong. For this reason, the system falls 

into the fault as well. 

Due to the problems that have arisen, it has been linked 

to ETL. As a result of the developments made, the 

structure has been changed. At the development of the 

ETL, the data coming from SAP started to be checked. 

Incorrect data was sent back when it occured. All 

processes are considered when forming the ETL 

structure. Various controls have been added to this 

structure to ensure maximum gain and best tracking. 

Since ETL controls the transfer, the error margin is 

very low. Certain gains have been obtained since the 

system has been running on ETL. With these 

achievements, the system became consistent. This 

consistency makes the system faster and more stable. 

In addition, the store's perspective on the system was 

positive. Constant systemic problems are reduced to 

minimal level. The benefits of transition to the ETL 

system is as follows. 

• The applications running on the backplane were 

inflating the discs because they continuously leave 

logs on the system. Together with the ETL system, 

the delivery became more uniform. The 

unnecessary information does not flow into the 

system. Thus, the number of incoming data and the 

size of the resulting files are reduced. 

• With ETL, file sizes are reduced and transfer times 

are shortened. In addition, the transfer has become 

ordered and organized since it is incorporated into a 

system. Another situation was that before the ETL 

system, background applications were working on 

an hourly basis. Every application was working 

when their time arrives. It was starting to work 

immediately without checking that if the other 

program had finished. With ETL, this problem is 

solved. The ETL system has restructured the system 

and fixed the issue of working according to hourly 

schedule.  Instead, it uses the run-by-run sequence. 

The ETL system does not start the other programs 

until the end according to the order of the 

respective programs. 

• In the old system, the latest state of the programs 

could not be tracked. Along with ETL, all the fields in 

the ETL system are visible.  

• The ETL system follows the consistency of the 

transfer. The ETL system works all day except the 

transfer. A kind of monitoring is done by working all 

day. If the transfer was blocked in some way, the 

system will resume where it left off. 

• The quality of the data stored in the system from 

large data programs means that the system works 

more smoothly. For this reason, the data in the 

system should be accurate and high quality. The old 

system did not have the necessary controls. All the 

data coming from the SAP was taken in. With the 

ETL, the checkpoints have been structured to 

control the incoming data from the SAP. 

6. CONCLUSIONS 

As technology develops, companies keep pace with it. 

Companies want to take full advantage of technology. 

However, it is important to be able to use this 

technology, not just to acquire it. They have to adapt 

the ready technology to their own companies and make 

improvements according to the situation. Due to the 

rescue features of the big data system, the density of 

the companies is reduced. When these systems are 

used correctly, companies save both time and profit 
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from the data. The transport structure along with the 

ETL system has come out of pieces and has begun to 

work as a whole. A detailed control system has been 

introduced. It started working in a sequential manner. 

It started working without human intervention. Data 

has begun to filter. With all these features, the program 

has added the following innovations.  

• It has become faster and time-saving.  

• Performance has improved.  

• A detailed review of the transmission process has 

begun.  

• The possibility of quality and correct data has been 

enabled.  

• It started to be managed and intervened in a single 

structure.  

• Excessive strain applied to the system by the 

program has been reduced and the system has been 

able to work more stable.  

• Problems caused by human errors have been 

minimized.  

• Warning system developed.  

• The control system has developed and forced the 

system to comply with the rules. In short, it was 

putting the traffic lights on the system and opening 

the road according to the situation, the transfer was 

made progress.  

• The number of errors has decreased and the returns 

of stores have decreased. Thus, the reliability of the 

program has increased.  

• Continuous control shows that the transmission is 

in a state of failure and that the sending personnel 

have received errors during transmission. 
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