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Abstract:- In this paper, we have studied emotional 

comments made by Indian Users in data mining and 

reviewed to concept-level sentiment analysis provide 

novel approaches to opinion mining. In this we extract 

the sentic patterns. A recent knowledge base technology 

uses sentic computing which rely on common-sense 

computing, and machine learning for enhance the 

accuracy of tasks. The Web has drastically changed the 

way that individuals express their perspectives and 

suppositions. They can now post surveys of items at 

vendor locales and express their perspectives on 

practically anything in Web gatherings, examination 

gatherings, and online journals, which are by and large 

called the client created content. This online word of-

mouth conduct speaks to new and quantifiable 

wellsprings of data with numerous useful applications. 

Sentiment analysis utilizes opinion terms defined as a 

part of the assessment vocabulary and estimation 

designs in the feeling example database, Other than 

descriptors, other substance words. 

Keywords:- Sentiment analysis, Linguistic rules, POS 

tagging, Opinion mining, Machine learning 

1. INTRODUCTION 

Data mining is a division of computer science. It is the 

procedure of discovering patterns in large data 

sets. The aim of the data mining process is to abstract 

information from a data set and converts it into an 

understandable structure. Data extracted from social 

networking sites is unorganized and indistinct. In 

everyday life conversations are noticed on social 

networking sites, people do not care about the spellings 

and accurate grammatical rules of a sentence that leads 

to different types of uncertainties, such as lexical, 

syntactic, and semantic. So, analyzing and extracting 

information patterns from such data sets are more 

complex. A significant amount of research has already 

been carried out to categorize sentence into various 

categories of emotion. The emotions that have been 

worked upon are either positive or negative or finding 

the polarity. The relationship between emotion and 

text is also important. When mapping textual 

information to emotion space. The study of emotions in 

written text is conducted from two opposite points of 

view. 

1) The first is the viewpoint of a writer. 

2) The second is concerned with how a reader 

understands the emotion in a text. 

In this paper, the second point of view is taken because 

we are interested in the way people understand 

emotions. 

We are able to prepare bag of words for anger and fear 

especially effective for data obtained from Facebook 

which has posts in Hinglish.  The results delivered by 

many online tools available for the categorization of 

data into various emotions are not effective. Most of 

them provide only 60% of the correct result, which are 

much less than the required amount. Also we need to 

be extra careful while categorizing a word into a 

particular category of emotions, because there are 

various words that represent different emotions in 

different context. So the most of the emphasis must be 

on obtaining a perfect bag of words, where we live in a 

“nothing is perfect” era.  

In this paper we discussed to concept level sentiment 

analysis, knowledge base technology, common sense 

computing and machine learning. 

Concept Level Sentiment Analysis 

The analysis at concept-level is studied to understand 

the semantic and affective information similar with 

natural language opinions and, so, to allow a relative 

graceful feature based sentiment analysis. Alternatively 

gathering isolated opinions about a whole item, (e.g. 

Samsung LED) users are generally more interested in 

comparing different products according to their 

specific features (e.g. Samsung LED vs. Onida LED) or 

even sub features. 

Knowledge Base 

It is of two types: 

Common knowledge base and common sense 

knowledge base.  

Common knowledge is command that is known by all. 

Common knowledge need not involve one specific 

subject. So, common knowledge can be concern with 

a number of subjects. On the other hand common 

http://en.wikipedia.org/wiki/Computer_science
http://en.wikipedia.org/wiki/Data_set
http://en.wikipedia.org/wiki/Data_set
http://en.wikipedia.org/wiki/Data_set
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sense knowledge is the collection of facts and 

information. It is thing which is acquired by a 

person’s day to day experience. So there is a 

difference between both types of knowledge. A 

machine does not contain such kind of knowledge as 

humans. Attempts to build both the knowledge bases 

are countless. 

Machine Learning 

The research of pattern identification and 

computational learning theory. It investigates the 

construction and research of algorithms that 

can absorb from and make projection on data. Such 

algorithms perform by building a model. It emphasis 

on prediction, based on known stuff learned from the 

data. It has strong connection to mathematical 

expansion, which distribute methods, theory and 

application domains to the sector. It is used to 

upgrade the accuracy of the tasks. 

The research of emotions is the puzzled part. Now 

the emotions were explained using a list of tables. 

Such approaches are inadequate to explain overall 

emotions and multi word opinions.  

The Hourglass of Emotions (Figure 1) is a biologically 

excellent and psychologically-inspired model goes 

above the precisely and dimensional approaches. It 

may explain human emotion in terms of four 

dimensions.  

The four dimensions are as follows: Pleasantness, 

Attention, Sensitivity, and Aptitude. Each of these 

dimensions contains six sentic levels.  

 
Fig 1: Hourglass of Emotions 

2. REVIEW OF RELATED WORK 

Poria, Soujanya et al. [1] has proposed the use of 

Sentic patterns for the purpose of the sentiment 

analysis from the social data. The authors proposed 

the use of dependency-based rules for concept-level 

sentiment analysis. In this work, the authors have 

introduced a novel paradigm to concept-level 

sentiment analysis, common-sense computing, and 

machine learning for improving the accuracy of tasks.  

Yassine, Mohamed et al. [2] has worked on the 

development of a framework for emotion mining 

from text in online social networks. This paper 

presents a new perspective for studying friendship 

relations and emotions’ expression in online social 

networks where it deals with the nature of these sites 

and the nature of the language used. It mainly uses 

the k-means clustering algorithm. 

Narayanan, Vivek et al. [3] has worked on a fast and 

accurate sentiment classification using an Naive 

Bayes model. The authors have explored different 

methods of improving the accuracy of a Naive Bayes 

classifier for sentiment analysis. They have also 

observed that a combination of methods like effective 

negation handling, word n-grams and feature 

selection by mutual information results in a 

significant improvement in accuracy. 

Cambria, Erik et al. [4] has implemented the 

semantic multidimensional scaling for open-domain 

sentiment analysis. In this work, the largest existing 

taxonomy of common knowledge is blended with a 

natural-language-based semantic network of 

common-sense knowledge, and multi-dimensional 

scaling is applied on the resulting knowledge base for 

open-domain opinion mining and sentiment analysis. 

Gun Woo Park et al. [5] stated as Social Media are at 

the heart of our communications and are among the 

most visited places on the Web. Social network 

services like Facebook, Friendster, Myspace and 

Orkut have established themselves as very popular 

and powerful tools for making and finding friends for 

identifying other people who have similar interest. 

Search behavior of Web users reflects the interest of 

Web users and this also leads to similar profiles. 

Some research has also being carried out so as to 

identify people who are highly associated with 

similar interest of Web search 

 Federico et al. [6] of the researchers considered that 

the Web is a huge virtual space to express individual 

opinions and influence many aspect of life. Internet 

contains a treasure of data that can be mined to 

detect valuable opinions, with inferences even in the 

https://en.wikipedia.org/wiki/Computational_learning_theory
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Data
https://en.wikipedia.org/wiki/Mathematical_model
https://en.wikipedia.org/wiki/Mathematical_optimization
https://en.wikipedia.org/wiki/Mathematical_optimization
https://en.wikipedia.org/wiki/Mathematical_optimization
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political field. The snippets of text are a gold mine for 

companies and individuals that want to monitor their 

reputation and get timely feedback about their 

products and actions. Sentiment analysis offers these 

organizations the ability to monitor the different 

social media sites in real time and act accordingly. 

The revolution in information technology has helped 

in making Web Sentiment Analysis at less cost than 

ever before, even if an excess of information has 

always meant a no usable knowledge. The most 

valuable information is often encoded in thousands of 

textual pages, whose automatic treatment is 

inextricably linked to the automatic lexical analysis 

and semantic synthesis of contents.  

Baumer et al. [7] also mentioned that social 

networking Websites create new ways for engaging 

people belonging to different communities and 

regions. Social networks facilitate their users to 

communicate with people exhibiting different moral 

and social values. These Websites provide a very 

powerful medium for communication among 

individuals that leads to mutual learning and sharing 

of va luable knowledge as studied by Sorensen. The 

most popular social networking Websites are those 

that allow people to communicate with each other by 

joining different communities and groups.  

3. PROS AND CONS OF EXISTING 

APPROACHES 

The existing scheme is entirely based upon the use of 

sentic pattern analysis of the purpose of emotion 

detection from the dataset collected from the social 

media data. The existing scheme evaluates various 

emotions like joy, serenity, sadness, grief, surprise, 

interest, rage, anger, fear, terror, trust, admiration, 

disgusting, etc. 

 The existing model is aimed at fetching the words 

containing the emotions and then calculates the 

message score on the basis of the points pre-stored in 

the word database. 

 The existing model is completely based upon the 

knowledge-based dataset. 

 The existing model does evaluate the points on the 

basis of the concept-level dependency based rules on 

the combination of the words. 

The existing model is not capable of evaluating the 

three word combination, eg “pretty big fear”, 

“extreme anger burst”, etc. 

Limitation of the model is that as the data sets 

contain the text that has posts/comments in different 

languages like Hindi, Urdu, Tamil and Punjabi. So the 

model is unable to consider comments in such 

languages. 

4. PROPOSED METHODOLOGY 

To study the literature on the sentiment analysis, 

opinion mining and other similar techniques in order 

to study the shortcomings and strengths of the 

existing systems. To create and design the proposed 

solution for sentiment analysis to mitigate the 

shortcomings of the existing models. To implement 

the proposed model using the NETBEANS simulator. 

To evaluate the performance of the proposed model 

implementation using various types of social 

datasets. To obtain and conclude the results obtained 

for the final implementation of the proposed model. 

 
Fig: Work flow diagram of the Proposed model 

5. RESULT 

For Sentiment Analysis System, we used JAVA 

programming language to program Sentiment 

Analysis. The proposed work will be based upon the 

evaluation of the message based on the one, two or 

three word combinations. The proposed work will be 

using the large knowledge based database for the 

purpose of tokenization, which is the process to fetch 

the emoticon words out of the message. The 

emoticon words the processed for the score 

calculation based upon the single words and word 

combinations in the knowledge database. The model 



 International Journal of Innovative Studies in Sciences and Engineering Technology 

(IJISSET) 

        www.ijisset.org           Volume: 2 Issue: 1 | January 2016 

 

© 2016, IJISSET                                                                                                              Page 4 

will be able to learn the new word combination based 

upon the knowledge database for learning. The 

model will also offer the user feedback for the higher 

accuracy and a human-software intelligent 

interaction, which can help the machines to learn the 

new rules for the higher accuracy than the existing 

system. 

We are proposing the use of a rich set of sentiment 

analysis features like positive, negative, fear, anger, 

etc. This feature selection method can improve 

opinion classification performance. This Feature 

Relation Network is rule-based sentiment 

classification method that finds the text features like 

anger and fear also. System. We used dictionary files 

for 4 emotion types: Happy (or Positive), Sad & Fear 

(or Negative) and Neutral. To cover up everything, 

we also defined a class of neural Sentiment which is 

classified when the sentiment does not match any of 

the above sentiment. 

 
Fig: A running sample of the Code. Predicted as HAPPY 

(Positive) 

This code runs and reads the sentence given to it. It 

then extracts the Nouns, Adjectives, Adverb and then 

uses the dictionary to predict the sentiment. Based on 

the weight values of each dictionary result, the 

sentiment is predicted. In the above case, the actual 

comment is a positive response and it does come out 

as positive. 

 
Fig: Another sample “Last night I saw a ghost. I almost cried 

out of fear”. Predicted as FEAR 

In the above example a sentiment FEAR is correctly 

predicted based on the analysis of the words and the 

dictionary weight value. 

 
Fig: Another Success. “It is pathetic. Waste of time. Do not 

ever buy this product”. Predicted as    SAD (or negative) 

Since, our system can only predicts between Happy 

or Positive, Sad or Negative, Fear and Neutral. So, 

anger or a bad review is always predicted as SAD. 

 
Fig: Accuracy of the system 

This figure shows the accuracy of the system. In this 

we create the different texts are created in the text 

file and we gave the true class (sentiment) to the text 

and system gave the predicated class (sentiment) to 

the text. 

The accuracy of the system is changed with different 

type of texts. 

6. CONCLUSION 

In this thesis, everyday life conversations are noticed 

on social networking sites, people do not care about 

the spellings and accurate grammatical rules of a 

sentence that leads to different types of uncertainties, 

such as lexical, syntactic, and semantic. This online 

word of-mouth conduct speaks to new and 

quantifiable wellsprings of data with numerous 

useful applications. Presently if one needs to 

purchase an item, he/she is no more restricted to 

asking his/her loved ones in light of the fact that 

there are numerous item audits on the Web which 

give feelings of existing clients of the item. The 

emotions that have been worked upon are either 

positive or negative or finding the polarity. We have 

developed a Sentiment analysis System and we used 

Score based analysis to predict the sentiment of a 

user from his/her comments. The System is 
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quantitatively tested and the results are produced. 

The system has difficulty in predicting the sentiment 

if the sentence is very small or has a few words in it. 

With a fair size of 3 sentences text is predicted very 

accurately. In this we calculate the accuracy of the 

system with different types of comments. 
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